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Abstract—Continuous respiration monitoring is significant for real-life healthcare applications, but realizing it is extremely hard as
wearable sensors are cumbersome and contact-free sensors largely fail to tolerate user movements. Meanwhile, tracking users indoors
mostly demands user-held devices, while device-free localization can barely tell what and who it tracks. Fortunately, as both contact-
free respiration monitoring and device-free localization may rely on Radio-Frequency (RF) sensing, fusing them together creates a
novel system capable of continuously tracking users while recovering their fine-grained respiratory waveforms. To this end, we propose
BreathCatcher as a continuous human respiration tracking system for indoor applications. To build this system, we employ commercial-
grade compact radar pairs to capture RF reflections containing respiratory signals. We then propose a hybrid human respiration and
position tracking algorithm to locate and identify respiratory signals from complex RF reflection mixtures. Finally, we design an encoder-
decoder deep neural network driven by variational inference to recover fine-grained respiratory waveforms. Essentially, BreathCatcher
cannot only obtain respiratory waveforms from multiple walking users, but also identify each user according to the latent properties of
the respiratory signals. We evidently demonstrate the accuracy of both tracking and respiration monitoring via experiments involving 12

subjects and 80 man-hour data.

Index Terms—RF contact-free sensing, device-free sensing, respiration monitoring, user tracking, deep learning, IR-UWB radar.

1 INTRODUCTION

Continuous respiration monitoring plays a significant
role in both human daily life and clinical settings, since
respiration is one of the extremely representative vital signs
that could indicate underlying physical and mental health
conditions [1], [2], and be used for diagnosing related dis-
eases [3], [4]. Conventionally, continuous respiration mon-
itoring demands cumbersome wearable sensors such as
chest bands [5] and headset [6] to be applied to human
bodies. Unfortunately, such wearable sensors can make hu-
man subjects uncomfortable and may thus affect monitoring
performance [7]. In the past few years, to alleviate the
aforementioned issues with wearable sensors, both indus-
try and academia have made substantial research efforts
to realize contact-free respiration sensing leveraging Radio-
Frequency (RF) signals [8], [9], [10], [11], [12], [13], [14],
[15], [16], [17], [18], [19]. Although these systems estimate
respiration rate correctly when a human subject remains
static or only moves around a spot, none of them can recover
respiration signals when the subject is walking, because
human walking may overwhelm respiration-induced micro-
activities and hence complicates the analysis.

In the meantime, plenty of research works have focused
on active tracking demanding a subject to hold a device.
Although these tracking schemes can achieve very high
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accuracy [20], [21], [22], their device-based nature can be a
potential source of inconvenience. Recent years have wit-
nessed a trend toward device-free passive tracking, which lo-
cates and tracks moving human subjects without involving
them [23], [24], [25], [26], [27]. However, passive tracking
results in a critical issue: as it only senses objects and/or
motions, telling what and who it is tracking becomes a
challenge. For example, a moving robot may be tracked
as a human, and two tracked human subjects may not
be clearly differentiated; this issue has rendered passive
tracking systems less useful in human-centric scenarios.

Fortunately, since both contact-free respiration monitor-
ing and device-free tracking can be enabled by RF sensing,
it makes sense to fuse them together and to create a novel
system capable of performing both tasks. On one hand, the
information embedded in fine-grained respiratory wave-
forms can help exclude non-human subjects and differen-
tiate human subjects. On the other hand, tracking results
may assist the signal analytics aiming to recover respiratory
waveforms of a human subject under movements. Whereas
existing proposals [8], [24] do validate the potential of sub-
ject differentiation via respiratory waveforms, they are only
concerning static human subjects; our envisioned solution
should instead be robust to body movements inevitably
introduced by human walking.

However, realizing such a solution faces two major
challenges. First, identifying respiration within RF signal
reflected from a walking human subject has never been put
under scrutiny. Existing solutions have only studied static
cases [8], [10], [28] and on-the-spot movements [19], [29].
As such, no existing framework is available to guide the
design of such a hybrid solution for simultaneous tracking
and respiration monitoring. Secondly, walking interferes
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(c) An example of BreathCatcher.

Fig. 1. The heatmaps and raw RF signals containing respiration (a)
without and (b) with walking. In (c), we use a radar pair to track and
recover fine-grained respiratory waveforms simultaneously.

with the received respiratory signals nonlinearly. To better
understand this damaging effect, we draw a straightforward
comparison between static and walking cases shown Fig. 1a
and 1b. In both cases, we place an IR-UWB radar [30] in
front of a human subject, but the subject is asked to stand
still in Fig. 1a and the same subject walks towards the radar
in Fig. 1b. In the former case, the RF signal at the range of
that subject clearly reflects respiratory patterns, yet no valid
respiratory signals can be observed if one focuses only on
RF reflections at a fixed distance in the latter case.

To tackle these challenges, we propose BreathCatcher
to enable simultaneous device-free tracking and continuous
and fine-grained human respiration monitoring. As shown
in Fig. 1c, BreathCatcher relies on a pair of commercial-
grade compact radars [30] to capture RF reflections bounced
off human subjects: these RF reflections contain nonlinear
mixture of signals induced by both walking and respiration.
The collaborative sensing from the radar pair provides
higher spatial coverage and diversity, and also facilitates
tracking the walking subjects on a 2D plane by observing
from a higher dimension. The key to tracking position and
respiration simultaneously is an algorithm that can jointly
acquire them. Essentially, BreathCatcher consists of two
tightly coupled modules: position tracking and respiration
recovery. The position tracking module relies on adapting a
Kalman filter [31] to locate human subjects while identify-
ing relevant signal mixtures to facilitate further respiration
recovery. The respiration recovery module outputs fine-
grained respiratory waveforms containing features specific
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to each subject, which in turn helps differentiate the subjects
and improve the tracking functionality. To recover respi-
ration from the identified nonlinear signal mixtures, we
design a novel IQ Variational Encoder-Decoder (IQ-VED)
neural network. Leveraging the generalizability brought by
variational inference, IQ-VED achieves fine-grained wave-
form recovery under body movements of walking human
subjects. In summary, our major contributions are as follows:

o We propose a novel algorithm for simultaneous hu-
man tracking and respiration recovery. To our best
knowledge, BreathCatcher is the first system that tracks
human position and respiration continuously.

e We design an algorithm driven by both adapted
Kalman filter and signal fusion, in order to achieve
multi-target multi-radar tracking. This algorithm helps
locate subjects while identifying subject-specific signals,
thus facilitating respiration recovery.

o We propose 1Q-VED for recovering and refining the res-
piratory waveform from nonlinear mixture in a motion-
robust manner. The recovered feature-rich waveform
can further help identify each human subject, hence
improving the functionality of tracking.

o We conduct extensive evaluations on BreathCatcher
with an 80 man-hour dataset; the results strongly con-
firm the excellent abilities of BreathCatcher of tracking,
identifying human subjects, and recovering their fine-
grained respiration waveforms.

The rest of the paper is organized as follows. Sec. 2 intro-
duces the background and preliminaries for simultaneous
tracking and respiration monitoring with IR-UWB radar.
Then we provide a detailed exposition on constructing
BreathCatcher from scratch in Sec. 3. We provide implemen-
tation details in Sec. 4 and report performance evaluations
in Sec. 5. We survey the literature in Sec. 6 before finally
concluding our paper in Sec. 7.

2 BACKGROUND AND PRELIMINARIES

In this section, we carefully study the principles of ranging
and respiration monitoring with an IR-UWB radar. We focus
on modeling the radar signal to reflect how it represents
human subjects and respiration, hence laying a theoretical
foundation for the system design discussed in Sec. 3.

2.1 Ranging with IR-UWB Radar

We first explain the working principles of IR-UWB radar
on how it performs ranging. Each frame of the transmitted
signal z(t) is formed by a baseband Gaussian pulse s(t)
modulated by a cosine carrier:

x(t) = s(t) cos(27 fet), )

where f. is the carrier frequency. The signal is then transmit-
ted and reflected by different objects in the space, which can
be modeled as the channel. In a typical indoor environment,
the Channel State Information (CSI) A(t) with multipaths
can be represented as follows:

P
h(t) = apd(t—m,), )
p=1



where o, and 7, are the attenuation and the time delay due
to signal propagation of the p-th reflection path, respectively.
Therefore the received signal can be expressed as:

P
y(t) = h(t) *z(t) = Z apcos(2mfe(t — 71p))s(t — 7). (3)

p=1

By employing IQ downconversion and lowpass filter, the
received baseband signal frame 7(¢) can be obtained as:

r(t) =LP [Ty (1)

P
:LP Z ejQﬂfctap[ejQ‘"fc(t—Tp)+e_j27rfc(t_“'p)],s(t _ Tp)
p=1
P .
:Zeﬂ”f“TPaps(t —Tp). 4)
p=1

Objects at different distances from the radar exhibit different
Tp. By taking the amplitude of r(t), we can observe several
peaks corresponding to the objects at different distances. For
example, in Fig. 2a, a human subject, and a wall can be
observed in the signal.
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(a) Received signal |r(t)|. (b) Signal matrix |r (¢, n)|.

Fig. 2. Amplitude of single-frame radar signal r(¢) and signal matrix
r(t,n) composed of multiple frames.

To enable tracking of subjects, the radar transmits frames
at a regular interval, and then stacks the received frames
to form a signal matrix () = [r1(t), - 7 (t), - - rn(t)]7,
where ¢ and n are respectively the fast-time and slow-time
indices, and N is the number of slow-time frames [32], [33].
We hereafter slightly abuse the terminology by writing 7 (¢)
as r(t,n) to clearly indicate its matrix nature. One example
of the signal matrix is illustrated in Fig. 2b, in which the
trajectory of a walking subject can be observed. However,
a single radar could only enable 1D ranging of walking
subjects, at least two radars would be required to track the
subjects on a 2D plane, which will be further explained in
Sec. 3.1 and 3.2.

2.2 Capturing Respiration with IR-UWB Radar

One may think that we can use the radar to record the dis-
tance change between the human chest and the radar, thus
achieving respiration monitoring. However, a 10 cm range
resolution! of the radar is insufficient for monitoring fine
movements of human respiration, which is usually between
4mm and 12 mm [35]. Therefore, we have to find another
“ruler” to measure the distance change caused by human
respiration. Notice that the fine displacements induced by
human chest movements cause 7, to change periodically,

1. Suppose the radar bandwidth B is 1.5GHz, then the range resolu-
tion can be written as Ar = 5% [34], where c is the speed of light.
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thus changing the term e/27/<7 in Eqn. (4) that represents
the phase of a received signal frame 7(t).

Nonetheless, we will get severe distortions if we recover
the respiration signal by taking the phases of r(¢,n) for a
fixed t directly. To understand why, we consider a static
human subject located at a fixed fast-time ¢ index with slow-
time signal r;(n) (abbreviated as r(n) in the following for
brevity), whose IQ components can be represented as:

ri(n) = a(n) cos <4mj\(n) + 47rd)}\‘(n)> + OFBR, (5)

B . (4md(n) = 4wd"(n)
rq(n) = a(n)sin < 3 + 3 ) +

where a(n) is the strength of the reflected signal from the
human chest, d(n) is the distance from the radar to the
human subject, A is carrier wavelength, and d"(n) denotes
human chest movement. In both equations, the first terms
(varying with the slow-time n) are caused by respiration,
and the second terms oPBR and oSER are the offsets caused
by body background reflection (BBR).

To visualize ri(n) and rq(n), we take the signal of an
unmoving breathing person r(n) (as bounded by the red
box in Fig. 2b, d(n) is fixed) as an example, and display
it as a constellation diagram in Fig. 3a. The blue respiration
vector in the graph corresponds to the complex signal r1(n)+
jrq(n); they are the sum of BBR offset (green vector) and
respiration-induced variation (red vector). One may observe
that, as the human subject breathes, the red vector rotates
and the trace of the blue vector forms an elliptic arc. The arc
may not be circular because «(n), the radius, is time-varying
due to a varying radar cross-section [36]. Now Fig. 3a clearly

g (6)

== BBR offset

== BBR offset ¢ |== Variation

== Variation
== Respiration vector

(a) human subject is static.

Fig. 3. Constellation diagrams of r(n).

explains why recovering respiration by taking the phases
of 7(n) directly will cause distortion: the existence of BBR
offset makes 1-D respiration 2-D movements in the IQ space,
thus taking the phases of r(n) is equivalent to projecting the
respiration vector trace onto a lower dimension; this surely
causes loss of information.
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If the human subject of interest is moving, the previous
analysis no longer holds true for the following reasons.
First, the BBR offset (caused by reflections from limbs and
torso other than the chest) previously presumed to be static
is no longer so, resulting in a random shift of the elliptic

center (OIBBR7 ogBR). Second, the distance from the radar

to the human subject d also varies and further changes the
signal phase. Being in the previous case of the unmoving
human subject, the distance d(n) becomes a variable now,

Interference Caused by Body Movements



thus asking for human subject tracking. Last but not least,
the radar cross-section changes with body movements as
well, causing a varying reflected signal strength and hence
unpredictable changes in the long/short axes of the ellipse.
By tracking the human subject and showing r(n) in the IQ
diagram, the detrimental effects of a moving human subject
are illustrated in Fig. 3b. We can see that the elliptic arcs in
the static case disappear and get blended altogether, render-
ing the respiration pattern not analyzable by conventional
signal processing and geometric methods.

3 SYSTEM DESIGN

This section introduces the design of BreathCatcher, whose
block diagram is shown in Fig. 4. Upon obtaining the I1Q
signal matrices (¢, n) from the IR-UWB radar pair, Breath-
Catcher finds signal peaks in the matrices corresponding to
the human subjects. It then tracks the signal in each matrix
and fuses signals from the radar pair by their properties.
After data augmentation, BreathCatcher leverages 1Q-VED
neural network to distill a latent representation of the res-
piratory waveform. Based on the respiratory features in the
latent space, BreathCatcher decides if the tracked signal is
related to humans and if the respiratory waveform should
be recovered. Next, our IQ-VED trained by the ground truth
waveform obtained from wearable sensors [5], recovers fine-
grained respiratory waveform under severe interference
produced by walking human subjects. Finally, human iden-
tification is performed by leveraging the waveform features
unique to each human subject.
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Fig. 4. System diagram of BreathCatcher.

3.1 Multi-target Tracking

We begin by defining the scope of multiple target locating
and tracking, as shown in Fig. 5. Basically, the monitoring
scenario should satisfy two conditions: i) the human subjects
should stay within the overlapping area of the Field of
Views (FoV) of the radar pair, and ii) both radars can see
the chest of the human subjects. Note that a single pair of
radar is only the basic setting, more radars can be used to
expand the coverage. As introduced in Sec. 2.1, the radar
performs the ranging of different subjects in the space by
measuring the time delay 7, of reflected signals. To refine
the received signals and locate human subjects, we first
remove clutters, i.e., unwanted echoes from the background,
using an exponential moving average method [37], and then
employ CFAR algorithm [34] to adaptively detect signal
peaks whose level is above the average adjacent power level,
and the detected signal peaks are deemed to correspond
to different subjects. After locating subjects in each frame,
we further process and combine these measurements for
multi-target tracking. With each new incoming signal frame,

(((K))

Radar 1
FoV

((‘j’)) \FOV

Radar 2

Fig. 5. The human subject should stay within the FoV of the radar pair,
and the radars should see the chest of the human subject.

the tracking procedure follows three steps: state prediction,
state correction, and measurement association.

Suppose the subject is moving following a trajectory
d(n) = [dy, -+ ,dpn, - ,dn] with a constant velocity. At
each moment 7, the distance measurement (containing er-
ror) of the subject is b,, and the state of the subject is
Sp = |: S

dn
to the slow time n, i.e., the velocity of the subject. Then the
movement of the subject can be modeled as:

, where dn is the derivative of d,, with respect

Sp=Fp_18n—1 + Wy, (7)
by, = H, 8, + vy, ®)

where F, is the state transition matrix, and F,, =

{ 1 An
0 1
the process noise, whose covariance is Q,,, H, is the obser-
vation matrix defined by H,, = [1,0], v, is the observation
noise, whose covariance is R,,.

Based on the constant velocity model, we elaborate on
the details of these steps of multi-target tracking using
Kalman filter as follows:

State prediction. Suppose there is only one subject. With
each new measurement of the subject’s position, we predict
an a priori state 5,, and its corresponding covariance P,:

(An is the interval between two frames), w,, is

n71§n717 (9)
Pn :anlpnlegfl"’_anL (10)
State correction The next step is correcting the predicted

values by using historical data. The Kalman filter gain can
be calculated as:

K, = P,H] (H,P,H] +Rn)71.

S, =

1)

And the corrected state and covariance of the tracked subject
can be described as:
8n =58, + K, (b, — H,5,),

P,=(I-K,H,) P,.

12)
(13)

Measurement association. The above tracking method only
applies to the case where there is only one subject. If
there are multiple subjects to track, we have to associate
the measurements of the current frame to existing tracks.
The Global Nearest-Neighbor (GNN) algorithm [38] is used
for this association. The algorithm calculates the distance
between the measurement b,, to the predicted measurement
according to the following equation:

72 = (by — H,5,)" S (b, — H,5,),

n

(14)



where §,, is the covariance matrix defined by § =
H,P, (Hn)T + R,,. The first step of measurement asso-
ciation is gating, which means that for each subject, only
measurements that are sufficiently “close” to the current
estimate of the subject’s state is considered. The algorithm
sets a threshold (,, and any 72 < (, is considered inside
the gating region. Among the measurements inside the
region, the one with the smallest distance value to the
predicted measurement, is used to update the state of the
subject’s trajectory d(n). For each radar ¢ and subject k, after
following the trajectory d; x(n) of the subject in that radar,
BreathCatcher selects multiple fast-time indices adjacent to
the detected trajectory d; ;(n) to form a slow-time signal
matrix 7; (n), as shown in Fig. 6.

To,1(n)  T22(n)

r11(n)  7T12(n)

Slow time
Slow time

Fast time
(b) Radar 2.

Fast time
(a) Radar 1.

Fig. 6. Walking trajectories of two human subjects captured by a radar
pair.

Note that tracks related to non-human subjects will be
removed utilizing the information obtained during respira-
tion recovery, and the details are in Sec. 3.4.5.

3.2 Radar Pair Data Fusion

The aforementioned multi-target tracking is only for a single
radar. If there is a radar pair, we have to associate the k-th
signal from the first radar #; ;(n) and I-th signal from the
second radar 73;(n) of the same human subject for later
respiration extraction. In order to achieve this, we assume 1)
signals of the same human subject from the two radars are
statistically dependent, and ii) signals of different human
subjects from the two radars are statistically independent.
As such, for the k-th signal from the first radar, we find its
corresponding [-th signal from the second radar by selecting
the one that maximizes their absolute correlation.

I =argmax|p (P1,x (n), P2,m (n))], (15)
meM

where M is the set of all human-related signals observed by
the second radar. An example association result is shown
Fig. 6, and the signals are color-coded to indicate the associ-
ation. With the associated signals, we can then employ basic
trilateration algorithm [39] to locate the human subject in the
space (the ambiguous localization point can be elimimated
by considering the radar FoV). For each human subject, we
concatenate the signal pair 1 ;(n) and #3;(n) from two
radars to form #(n), which will be later analyzed by the
deep learning network to extract human respiration.

3.3 Data Augmentation

Before putting the I/Q signal contained in r(n) (#(n) in
Sec. 3.2 for brevity) into deep analytics, it is necessary to
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Fig. 7. Augmenting data by rotating a slow-time signal of #(n) in the 1/Q
domain.

perform data augmentation. On one hand, data collection
is highly non-trivial because one has to coordinate among
human subjects, data recording of the IR-UWB radar, and
the wearable ground truth sensors. Therefore, it is desirable
to increase the diversity of a dataset by applying certain
transformations. On the other hand, data augmentation
often helps a deep neural network comprehend intrinsic
structures of the raw data. For BreathCatcher, this 1/Q-
induced intrinsic structure is non-trivially preserved only
by rotation but not other transforms such as cropping and
scaling. Therefore, we propose to augment 7(n) by rotating
every complex element in the I/Q domain:

[ )= 5]

where  specifies a rotation angle and it is varied to achieve
data augmentation. Fig. 7 illustrates five versions of aug-
mented 7(n): the rotation preserves the respiration traces,
because it affects only the distance d (which is anyway
varying drastically during walking, according to Sec. 2.3)
but not the respiration-induced periodic motions d®(n) of
the chest. As shown in Fig. 7, the overlapped respiration
ellipses maintain the overall distribution despite varying
rotations. In practice, BreathCatcher may choose to employ
more rotation angles for better enriching a dataset.

—sin@
cos

cos

sin 6 (16)

3.4 Fine-Grained Respiration Recovery via Variational
Encoder-Decoder

3.4.1 Design Rationale

Extracting certain signals from a nonlinear signal mixture is
highly non-trivial [40], [41]; the deep learning community
has been employing an Encoder-Decoder (ED) network for
this task [42], [43]. Unfortunately, the latent space of a
regular ED network is not continuous given limited train-
ing data, so it lacks sufficient generalization ability when
dealing with unseen data. Inspired by the idea of variational
inference [44], we tackle the problem of latent space irregular-
ity by forcing the encoder to return probability distributions
rather than discrete vectors, and we name the modified net-
work Variational Encoder-Decoder (VED). It is worth noting
that our VED is fundamentally different from Variational
AutoEncoder (VAE) [45], [46]: whereas VED aims to extract
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signal from a nonlinear mixture, VAE intends to learn an
efficient representation of the input.

To achieve the goal of respiratory waveform recovery, a
regular ED learns an encoder gy(z|r) mapping input data
r to a latent representation z, and generates output r’
(i.e., respiratory waveform) by a decoder py(r’|z). In other
words, z represents the partial features extracted from 7 to
characterize only 7. VED shares the pair of encoder ¢ and
decoder 7 with ED, but it maps r to a Gaussian distribution
parameterized by a mean and variance. Essentially, the
generative process of the VED is enabled by maximizing
the variational lower bound (VLB) [45]:

log py(r") > VLBygp(r, 7’59, ¢)
= Eq, (z|r) log py (r']2)] — Dkr (g4(2|7)|lpy(2)), (17)

where py,(z) = N (0,I) is a Gaussian prior on the latent rep-
resentation z and Dxr,(-) donotes the Kullback-Leibler (KL)
divergence [47]; it works as a regularizer by minimizing the
difference between g¢4(z|r) and py(z). In this way, VED
gets around the hardness in estimating the (distribution)
of v’ directly from r, by using the latent representation
z as an intermediate relay. Moreover, representing z as a
probability distribution rather than a discrete vector set,
VED has a continuous latent space. Upon unseen inputs, this
latent space will be sampled in a more meaningful manner
than that of a conventional ED. Essentially, the continuous
property of the latent space helps avoid overfitting and
hence better handle out-of-range inputs.

There is yet one link missing before applying VED to
separate respiration from I/Q-represented RF signal mix-
ture: most building blocks for deep learning are based on
real-valued operations and representations, how to reform
VED to handle complex I/Q signals remains a problem.
Previously, deep complex networks [48], [49] have been
proposed to handle complex numbers, but they require
redefining calculus operations including differentiation [48],
so they are in general hard to train (with super slow conver-
gence) and hence not widely adopted. The same conver-
gence and complexity issues also apply to neural networks
for sequential processing, such as general RNNs that include
LSTM [50]. Consequently, our IQ-VED performs a bivariate
analysis of the I/Q signal, as explained in Sec. 3.4.2.

3.4.2 1Q-VED Encoder

The encoder of IQ-VED takes in the I/Q signal matrix r(n)
and encodes it to a latent representation z. Specifically, 1Q-
VED adopts a two-stream design, where the I/Q compo-
nents r(n) and rq(n) are fed into two separate encoders,
as shown in Fig. 8.

Each encoder consists of i) multiple layers of One-
Dimensional Convolutional Neural Network (1D-CNN) [51]
for feature extraction, ii) instance norm layers [52] for nor-
malization, and iii) leaky ReLU [53] layers for adding non-
linearity. Both 71(n) and rq(n) are treated as multi-channel
1-D sequences, with each channel corresponding to one
fast-time index in r(n). Since conventional convolutional
layers can only look at an input sequence size linear to the
network depth, we employ dilated convolutions to enable
an exponentially large receptive field [54], thus facilitating
respiration monitoring. In Fig. 9, one can see that at the n-
th layer of the encoder/decoder, the dilation factor is on—1
and the corresponding receptive field size is 21

Output

Dilation = 2!
B N (T I )
D \O O O O Hidden layer
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|| Hidden layer

Dilation = 2°

Input

Fig. 9. Encoder and decoder of IQ-VED employ dilated convolution to
increase receptive field.

Essentially, the IQ-VED encoder decomposes the input
I/Q signals and filters out motion interference. The resulting
respiration-induced signal is compressed and mapped to the
latent distribution, which will then be sampled to drive the
decoder so as to recover the desired respiratory waveform.
The overall convolutional filter aims to extract useful fea-
tures, so it can be deemed as a demixing function [55] to
reverse the entanglement between respiration signal and
nonlinear motion interference. It is well known that pro-
cessing the I/Q components of complex signals separately,
though substantially lowering the training complexity, may
cause misalignment. To overcome this problem, we specifi-
cally align their respective latent spaces in Sec. 3.4.3.



3.4.3 Latent Space Alignment

The outputs of the encoder are two Gaussians z; ~
N(p1,37) and zq ~ N(pq,X3) parameterized by re-
spective means and variances, according to Eqn. (17). Since
both latent distributions are integral parts of the complex
signal representation, IQ-VED should guarantee that their
processing (via individual encoders) has been conducted in
a coordinated manner. Fortunately, since both IQ signals are
1-D perspectives of the same complex signal, they share
common structures sufficient to align their corresponding
latent representations. To this end, we choose to minimize
the 2-Wasserstein distance [56] between them:

1
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where J denotes the set of all joint distributions J that has
N(p1,27) and N(uq,X3) as respective marginals. The
reason for employing the Wasserstein distance is twofold.
On one hand, minimizing the distance shifts the two dis-
tributions “close” to each other, enforcing them to encode
the same respiration features. On the other hand, unlike KL
divergence, Wasserstein distance is able to provide a useful
gradient when the distributions are not overlapping [56].
As a result, while the two distributions are mostly aligned,
some discrepancies inherent to the I/Q components, e.g.,
amplitude and phase are allowed to be maintained.

For multivariate Gaussian distributions, a closed-form
solution of Eqn. (18) can be obtained according to [57]:

Wio = inf
=,

Wiq = |l — sally +tr (S1) + tr(Zq)

[

1 1\ 3
—2tr (2237 ) 2} (19)

Since the covariance matrices obtained by IQ-VED are of

diagonal form, Eqn. (19) can be simplified as follows:

1 1
Wiq = |l = pall, + |[=f - 2§ (20)

Frob

where |||, is the Frobenius norm, defined as the square
root of the sum of the squares of the matrix elements.

3.4.4 IQ-VED Decoder and Loss Function

The decoder can be deemed as the reverse of the encoder.
To this end, we replace 1D-CNN in the decoder with 1-D
transposed convolutional layers [58] to upsample the latent
representation and map them to a longer sequence, so as
to finally derive respiratory waveform ’(n). Note that the
encoder and decoder are not exactly symmetric: at the last
stage of the decoder, a single-channel signal is recovered,
instead of a multi-channel one as the input to the encoder.
To train IQ-VED, we employ three loss functions, namely
the reconstruction loss, the I/Q regularizing loss, and the
distribution alignment loss.

o Reconstruction Loss. To correctly recover the respiratory
waveform, the reconstruction loss Lrc aims to make the
decoder output similar to the ground truth rg via an L?
norm to measure the sum of all the squared differences
between the two waveforms. This loss practically imple-
ments the term E, (2|, [log py (r/|2)] in Eqn. (17):

Lrc = llrae —rll, - (1)
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e I/Q Regularizing Loss. In Sec. 3.4.1, it is pointed out
that VED regularizes the latent distribution according to
a standard Gaussian prior. For IQ-VED, two distributions
from the I/Q encoders should be regularized. The 1/Q
regularizing losses are defined as:

Lir = Dxr, (N (p1, 7) ,N(0,1))
CQR = DxkL (N (NQa E?Q) 7N(05 I)) :

(22)
(23)

« Distribution Alignment Loss. As described in Sec. 3.4.3,
the misalignment between the two distributions from the
I/Q encoders can be measured by a Wasserstein distance.
Therefore, the distribution alignment loss is defined ac-
cording to Eqn. (20):

1 1
Loa = Wiq = | — pall, + |57 - =4 (24)

Frob '

Combining these loss functions, the overall loss function for
training IQ-VED can be obtained as follows:

L1q-vep = Lrc +Y(Lir + Lor) +1LpA,  (25)

where v and 7 are the respective weights for regularizing
losses and distribution alignment loss. Lir and Lqr share
the same weight v because the I/Q data and encoders are
symmetric and of equal importance.

3.4.5 Non-human Track Deletion

Unlike previous tracking systems that have no knowledge
of the tracking subjects, BreathCatcher leverages informa-
tion obtained during respiration recovery to exclude non-
human subjects in its analysis. Since IQ-VED is trained
by only human-related data, we formulate the non-human
track deletion as an anomaly detection problem [59]. To be
specific, BreathCatcher first clusters the latent representa-
tions of input signals yielded by the encoder using the K-
means algorithm [60]. Since “normal” latent representations
are associated with human subjects and reflect properties
of respiration, “abnormal” representations of non-human
subjects (e.g., robots and fans) will fall far from existing
clusters. BreathCatcher then calculates the distance between
a new instance and clustering center, if the distance exceeds
a threshold (,, the corresponding track will be classified as
an anomaly, hence be deleted.

3.4.6 Waveform Recovery

With a well-trained IQ-VED, respiratory waveform can be
recovered from radar signal even under motion interference.
One immediate way of applying IQ-VED to waveform re-
covery is to re-sample the latent vectors z; and zq from
N (pr1,X%) and N (/LQ, Eé) However, this leads to non-
deterministic outputs that may cause problem in practice.
To tackle this problem, we perform a deterministic inference
without sampling 21 and zq as follows:

P = arg max py (r'|r,rq, 21 + 28)

(26)
where the deterministic latent vectors 2z and z¢, are ob-
tained as zf = E[z1|r1] and 2{, = E[zq|rq]. The recov-
ered respiratory waveform contains subject-specific features
which can be used for identification, hence improving the
tracking functionality of BreathCatcher.



4 |IMPLEMENTATION

In this section, we elaborate on the implementation details
of BreathCatcher.

4.1 Hardware Implementations

BreathCatcher uses IR-UWB signals for simultaneous res-
piration and position tracking. The core components are a
pair of compact and low-cost Novelda X4MO05 [61] IR-UWB
radar transceivers. The radar operates at a center frequency
of 7.29 with a bandwidth of 1.5 GHz. The sampling rate
of the radar is 23.328 GHz, and the frame rate is set to
50 fps. The radars have a pair of tx-rx antennas with an
FoV of 65°. A Raspberry Pi single-board computer [62]
is used to control the transceiver and to interface with a
desktop computer; this computer has an Intel Xeon W-2133
CPU, 16 GB RAM, and a GeForce RTX 2080 Ti graphics
card. A laser tape measure is used to measure the ground
truth positions of the human subjects, and multiple NeuLog
respiration monitor belt logger sensors NUL-236 [5] are used
to collect ground truth respiratory waveforms, the sampling
rate of the NeuLog sensors is also set to 50 fps, the same as
the radar.

4.2 Software Implementations

We implement BreathCatcher using Python 3.7 and C/C++,
with the neural network components built upon PyTorch
1.7.1 [63]. To align the ground truth respiration signal from
the respiration monitor belt logger and radar signals, the
Precision Time Protocol [64] relying on message exchanges
over Ethernet is used to synchronize the clocks between
hardware components. In the data augmentation process,
each signal 7(n) is rotated from 0 to 27 with an interval of
/30 for 60 times. The parameters of IQ-VED are set as fol-
lows: v and 7 in Eqn. (25) are set to 1 and 2e-4, respectively.
For the encoder, 8 consecutive 1-D convolutional layers are
used, whose kernel size is set to 3, and the dilation factors
of these convolutional layers are set to 1, 2, 4, 6, 8, 16, 32,
64, and 128. As for the decoder, 8 consecutive transposed
convolutional layers are used, their kernel size is set to 3,
and the dilation factors of these layers are set to 128, 64, 32,
16, 8, 4, 2, and 1. All weights are initialized by the Xavier
uniform initializer [65]. The collected dataset is divided
into training and test sets. The training set contains 10,000
pairs of radar signal matrices and respiration ground truths
obtained from the NeuLog sensors, and the test set contains
4,400 pairs. The size of the raw training radar signal matrix
is 1000 x 138. For the training process, the batch size is set to
64, the IQ-VED loss in Eqn. (25) is adopted, and the learning
rate and momentum of the Stochastic Gradient Descent
optimizer [66] are respectively set to 0.01 and 0.9. To prove
that the features embedded in the recovered waveforms
can be used for human subject identification, a 5-layer 1-
D CNN network (with a kernel size of 5) is used to classify
the recovered waveforms of the 12 human subjects in the
evaluation.

5 EVALUATION

In this section, we evaluate BreathCatcher given several
real-life scenarios and under various parameter settings.

5.1 Experiment Setup

The experiment setup is shown in Fig. 10. The monitoring
area of the radar pair is approximately 21 m?* (3m x 7 m).
We recruit 12 subjects (6 females and 6 males), aged from
15 to 64, and weighing from 50 to 80 kg. All subjects are
healthy, and their respirations are measured in natural states
without consciously controlling breathing or undergoing
external forceful intervention. We ask 1 to 3 subjects to
walk in the monitoring area randomly to simulate every-
day indoor scenarios. The IR-UWB radar pair is placed to
face the subjects, and on the same height as the subjects’
chests. All experiments have strictly followed the standard
procedures of IRB of our institute. Our data collection leads
to an 80 man-hour dataset of RF and ground truth record-
ings, including approximately 70,000 respiration cycles and
roughly the same amount of data from each subject. After
collection, both the raw and ground truth data are sliced
into 20 s samples. Two-thirds of the collected data (of 8
subjects) are used for training IQ-VED, and the remaining
one-third (of 4 subjects) are used for testing the performance
of BreathCatcher in recovering respiratory waveform. These
two datasets are made such that the subjects are disjoint, so
the testing subjects are “unseen” to our trained model.

Fig. 10. A snapshot of our experiment setting, with two radars and one

walking subject.

We further define the following metrics:

o Tracking distance error. As explained in Sec. 3.1, subjects
in the radar FoV can be tracked by an algorithm lever-
aging range information from the radar pair. To study
the tracking performance of BreathCatcher, we calculate
the tracking distance error, i.e., the distance between
the estimated subjects’ positions and the true positions
measured by a laser measure |z° — z?|.

o Cosine similarity. The cosine similarity S(r/,rg;) be-
tween the IQ-VED recovered waveform r’(n) and the
ground truth 74 (n) is used to measure the recovering
performance of IQ-VED. Specifically, the cosine similarity
is measured by the cosine of the angle between two
vectors 7'(n) and rg(n), and then determines to what
extent the two vectors point to the same “direction” in a
high dimensional space. It is defined as follows:

N
2=t 7 ()7 (n)
N N
VI 72 (n) [T 2 (n)
o Time estimation error. Several time-related biomarkers,
including total cycle time, inspiratory and expiratory time

can be calculated from peak and valley times in the wave-
forms. Therefore, we study estimation errors in terms of

S’ rey) =

(27)




the peak and valley times. Suppose the timestamps of the
peak and valley are ¢, and t,, then the errors are defined
as absolute differences between the estimated and actual
values, ie., [t} — t5] and [t — £5].

o Respiratory rate estimation error. After recovering the
respiratory waveforms, we can obtain the respiratory rate
pr by finding the strongest component in the frequency
spectrum. The error of respiratory rate is defined as the
absolute difference between the estimated respiratory rate
p% and the actual respiratory rate p%, namely, [pf — p&|.

We choose BreathListener [67] as the baseline for com-
parison. BreathListener is designed for respiration monitor-
ing in driving environments, so it claims to be able to handle
motion interference (albeit only small-scale ones) caused by
steering vehicles. However, we have to port BreathListener
to radar as it was designed for acoustic sensing. Essentially,

BreathListener adopts a two-stage processing pipeline. It

first employs EEMD [68] to separate respiration from inter-

ference. Since EEMD can only recover coarse-grained wave-
form (if not incorrect one), BreathListener further applies

a Generative Adversarial Network (GAN) [69] for adding

details to the recovered waveform.

5.2 Overall Performance

We evaluate the overall performance of BreathCatcher in
this section, focusing on subject tracking, waveform recov-
ery, and subject identification, respectively.

5.2.1 Human Subject Tracking

The tracking results of up to 3 human subjects are shown in
Fig. 11. For a different number of subjects, we first show the
overall tracking distance errors as CDFE, then demonstrate
the performance by letting the several subjects walk wavy
and zig-zag trajectories simultaneously. In Fig. 1la, 1lc,
and 1le, it can be seen that the median tracking distance
errors are 0.06m, 0.06m, and 0.07m for 1, 2, and 3 subjects,
respectively. The small discrepancies among the tracking
distance errors prove that BreathCatcher is insensitive and
robust to the number of human subjects. Fig. 11b, 11d,
and 11f show some tracking examples with the ground
truth and estimated trajectories denoted as “GT” and “Est.”,
respectively. The trajectories are also color-coded and num-
bered for each subject. It can be seen that trajectories of
different human subjects are clearly differentiated, and the
estimated ones are very close to the ground truths, confirm-
ing the capability of BreathCatcher in trajectory tracking.
Due to the sensing range limitation imposed by RF
power regulations, we have only tested BreathCatcher in a
limited area. Nonetheless, as shown in Fig. 11b, 11d, and 11f,
we strive to use the radar pair to cover the largest possible
area of 21m? (3m x 7m), which is sufficient for typical indoor
usage. Also, we believe it is reasonable to test BreathCatcher
on a relatively smaller scale, as the current prototype with
a pair of radar is only used for conceptual verification. As
a consequence of the limited radar coverage, we employ
at most 3 human subjects in the experiment to avoid over-
crowding the area and complicating data collection. With
that being said, we are also actively exploring possibilities
of using more radars to increase the coverage. While more
radars and subjects can be readily incorporated into the
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Fig. 11. CDF of tracking distance errors and example tracking results of
zig-zag walking.

current algorithm framework, certain engineering details
still need to be addressed, so we leave such extensions to
our future work.

5.2.2 Waveform Recovery

After tracking signals associated with human subjects, we
show some intuitive recovery results. Fig. 12a and 12b
show the respiratory waveform generated by IQ-VED and
the baseline method BreathListener, compared to the corre-
sponding ground truth versions during two 40 s periods.
In general, BreathCatcher recovers respiratory waveform
accurately due to the robust design, whereas BreathListener
tends to generate distorted and even erroneous waveforms
when the human subjects are walking.
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Fig. 12. Two examples of waveform recovery results.



5.2.3 Estimation Errors of Indicators

Given the waveform results of BreathCatcher reported in
the previous sub-section, we hereby pay special attention
to the estimation errors of several indicators. Naturally, the
cosine similarities of the recovered waveforms are shown
in Fig. 13a. Overall, the average cosine similarity between
the recovered and ground truth respiratory waveform is
0.929, indicating a very successful recovery, as a similarity
greater than 0.8 suggests a strong positive correlation. The
performance of BreathCatcher in estimating instantaneous
respiratory rate is then evaluated in Fig. 13b, showing a very
consistent accuracy with the mean respiratory rate errors
being under 0.4bpm. To evaluate time-related biomarkers,
we inspect the estimation errors of the peak and valley
times on respiratory waveform, and the results are shown
in Fig. 13c and 13d. It can be observed that most of the
mean errors are below 0.3 s, indicating high accuracy of
BreathCatcher’s event time estimation. An interesting phe-
nomenon is that for BreathCatcher, the errors of valley time
are noticeably larger than those of the peak time; this can
be attributed to the fact that the valleys in the waveform,
as shown in Fig. 12a, are relatively “flatter” than the peaks,
thus making it harder for IQ-VED to capture and recover
the exact times of the valleys. One may observe that Breath-
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Fig. 13. Estimation errors of several indicators.

Catcher outperforms the baseline method BreathListener on
all benchmarks as shown in Fig. 13a, 13b, 13c, and 13d.

The inferior performance of BreathListener can be at-
tributed to the mismatch between EEMD and GAN adopted
by it. The EEMD algorithm is incapable of handling complex
I/Q signals, so one has to first project the I/Q signals to a 1-
D sequence in an information-lossy manner. A consequence
is that motion interference cannot be correctly separated,
as illustrated in Fig. 12a. Given the potentially erroneous
decomposition of EEMD, GAN that already suffers from
instability during training [70] becomes even harder to
converge. For those converged cases, the EEMD decom-
posed waveform is already close to ground truth, though
possibly with wrong features (e.g., phase) that GAN barely
helps to correct. Consequently, the biomarkers inferred from
BreathListener recovered waveforms can have very large
errors. On the contrary, IQ-VED is trained and operates in an
integrated manner: it uses the encoder to decompose signal
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and the decoder to reconstruct the respiratory waveform.
As a result, BreathCatcher is far more effective than the
baseline, as demonstrated by these comparisons.

5.2.4 Human Subject Identification

The features embedded in the recovered respiratory wave-
forms contain information unique to each human subject,
hence can be used to identify and track different subjects.
We employ a 5-layer 1-D CNN network to perform clas-
sification, and the confusion matrix is shown in Fig. 14. It
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Fig. 14. Confusion matrix of human subject identification.

can be seen that classification results are consistent among
all human subjects, and the average classification accuracy
is 84.72%, indicating that subject-specific features are pre-
served in the respiratory waveform recovered by Breath-
Catcher, thus leading to successful human identification.

5.3 Impact of Practical Factors

In this section, we study the impact of different practical
factors. Because all biomarkers can all be inferred from res-
piratory waveforms, we hereafter only focus on evaluating
the cosine similarity of the waveforms.

5.3.1 Human Subjects

We show the cosine similarities of BreathCatcher recovered
respiratory waveform for all 12 subjects in Fig. 15. Based on
the figure, one may readily conclude that the mean cosine
similarities are always around 0.95, and more than 75%
of all similarities are above 0.85. These results show that
respiratory waveform recovery of BreathCatcher remains
accurate across all involved subjects, largely insensitive to
physical discrepancies among them.
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Fig. 15. Impact of different human subjects on the cosine similarity.



5.3.2 Training Set Size

As stated in Sec. 4, we collect 10,000 data samples of hu-
man subjects walking for training the IQ-VED network of
BreathCatcher. Fig. 16a shows the impact of training set size
on the cosine similarity between the recovered and ground
truth waveforms. One may observe that, as the training set
size increases, the cosine similarity first increases and then
comes to saturation. Specifically, BreathCatcher achieves
a cosine similarity greater than 0.9 with 7,000 training
samples, which corresponds to 39 hours of activity data.
Because more training data improve the waveform recovery
performance only by a negligible margin, our selection of
10,000 training samples is sufficient.
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Fig. 16. Impact of training set size (a) and latent space dimension (b).

5.3.3 Latent Space Dimension

Another property of IQ-VED that affects the recovery per-
formance is the number of latent space dimensions. On
one hand, a small latent space dimension may limit the
capacity of the latent representation and potentially prevent
the loss function from converging to a sufficiently small
value. On the other hand, as most practical signals are
sparse, overly increasing the dimension of the latent space
can be unnecessary while causing slow convergence in
training. Consequently, a competent system should strike
a balance between expressiveness and compactness of the
latent space. According to Fig. 16b that shows the impact of
latent space dimension on the cosine similarity between the
recovered and ground truth waveforms, the performance
first improves with the dimension thanks to a better expres-
siveness but degrades after the dimension reaches 64 due to
the increased hardness in training. Therefore, 64 is chosen
as the dimension of the latent space for IQ-VED.

5.3.4 Weights of the Loss Function

The weights in Eqn. (25) are crucial parameters to be tuned
for IQ-VED. In theory, a larger v encourages continuity
and disentanglement of the latent space, potentially im-
proving the generalization capability of IQ-VED. A larger
7 improves the alignment of the I/Q representations but
may restrict their expressiveness of the underlying I/Q
signal. To determine the optimal weights, Fig. 17 shows the
cosine similarity between the recovered and ground truth
waveforms as the functions of individual weights; one can
clearly observe that ¥ = 1 and = 2 x 10~* allow IQ-VED
to achieve the best performance in waveform recovery.

5.3.5 Sensing Distance

Sensing distance is a major limiting factor of the RF res-
piration monitoring system. We ask the human subjects to
be away from the center of the radar pair at 1 m, 2 m,
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Fig. 17. Impact of different weights of the loss function.

3m, 4m, 5m, and 6 m to study the impact of sensing
distance. Not surprisingly, the cosine similarities reported
in Fig. 18a clearly demonstrate a negative effect of sensing
distance on performance. Nonetheless, the average cosine
similarity remains above 0.9 even at the furthest distance,
firmly proving the effectiveness of BreathCatcher.
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Fig. 18. Impact of sensing distance (a) and walking speed (b).

5.3.6 Walking Speed

The moving speed of the walking human subject also affects
the sensing performance. We ask the human subjects to walk
at speeds of 0.2m/s, 0.4m/s, 0.6m/s, 1m/s, and 1.5m/s to
study the impact of walking speed. We find that the walking
speed negatively correlates with the recovery performance.
Fig. 18b demonstrates this effect. However, even if the
human subject is walking at the highest walking speed,
75% of the cosine similarities remain above 0.85 indicating
successful respiration recovery. This result demonstrates
that BreathCatcher can be used for everyday respiration
monitoring of walking human subjects.

6 RELATED WORK

Respiration Monitoring. A substantial amount of research

on contact-free respiration monitoring has been developed
in the past decade. Although there are some technologies
such as computer vision [71], [72]) and sound [67], [73],
[74] that can achieve contract-free respiration monitoring,
they all face various challenges such as privacy leakage
and insufficient robustness. Recently, RF becomes the most
popular mainstream sensing medium for respiration moni-
toring. RF-sensing technologies can be roughly categorized
into three types according to different kinds of platforms:
Wi-Fi, SDR, and commodity-grade radars.

Wi-Fi-based respiration monitoring [11], [12], [13], [14]
estimate respiratory rates of subjects located between the
transmitter and receiver by CSI variations obtained from
Wi-Fi cards, such as Intel 5300 [75]. Due to their nar-
row bandwidth, Wi-Fi systems have coarse spatial resolu-
tion [18]. Consequently, the systems cannot resolve multiple



paths and multiple subjects, and has to employ multiple
additional Wi-Fi cards to achieve improved spatial diver-
sity [76]. Moreover, traditional Wi-Fi systems are designed
for communication but not for sensing applications, and as
a result, Wi-Fi sensing-based systems may not always work
well, since the packets of sensing Wi-Fi cards are usually
interrupted in a crowded Wi-Fi channel [77].

Some proposals rely on SDR platforms such as USRP [8],
[9], [10] for their system development. Due to the flexi-
bility of SDR, researchers can design arbitrary modulated
signals (e.g. FMCW) with a large bandwidth, and em-
ploy a large-scale antenna array to achieve higher spatial
resolution. Therefore, the authors in [8], [10] distinguish
interference and respiration signals readily, and get good
performance. But the SDR solutions are very expensive, and
often large in size. It is hard to apply in our daily life.

Given the unsatisfactory progress from the above two
solutions, researchers find potentials in commodity-grade
radars for respiration monitoring. They have utilized
commodity-grade radars to estimate respiration rate via
conventional digital signal processing algorithms [15], [16],
[17], [18]. More importantly, more fine-grained vital sign
waveforms have been recovered in recent papers [78], [79],
[80] by taking advantage of deep learning techniques. Most
of the above works claim their systems make big progress
towards even clinic-level applications. However, all of them
focus only on relatively static subjects, and cannot track the
respiration of the moving subjects in a large-scale area.

Passive Tracking. There is a substantial amount of re-
search work studying passive tracking in the recent decade.
Wi-Fi-based passive tracking systems leverage the CSI or
RSSI to track the human subjects, but they also need to
deploy high-density Wi-Fi anchors [26], [27], [81], [82]. The
authors in [25] have proposed Wi-Vi based on beamforming
nulling technique to cancel static objects reflection signals,
and estimate the direction of the subjects’ movement, but
Wi-Vi does not have any location information. To combat
this drawback, they have also designed WiTrack [23], [24]
to cover a 1.79 GHz bandwidth, thus obtaining a very high
distance resolution. Similar to WiTrack, some other systems
such as [83], [84], [85] also utilize more than 1 GHz to
track the subjects. Although the above works may track the
subjects precisely, none of them can recover the respiration
signals during the subject’s movement such as walking.

7 CONCLUSION

Taking an important step toward continuous and ubig-
uitous health care, we have proposed BreathCatcher, an
RF sensing system for simultaneously tracking users in-
doors while recovering their fine-grained respiratory wave-
form. Built upon a commercial-grade compact radar pair,
BreathCatcher cannot only discover respiratory signals of
multiple human subjects when they are walking, but also
identify and track each subject by associating signals from
the radar pair according to their properties. To further
refine the signals, we design a novel IQ-VED architecture
to disentangle the nonlinear RF mixture and recover fine-
grained respiratory waveforms. Via extensive experiments
on healthy subjects, we have demonstrated the promising
performance of BreathCatcher in simultaneous RF tracking
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and fine-grained waveform recovery. As this line of work
progresses, we are planning to evaluate BreathCatcher’s
performance in real-life clinical scenarios, as we believe
this work has significant implications to various medical
applications including pulmonary disease diagnosis.
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